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ABSTRACT: Analytical solution (AS), as derived in our previous works for isothermal free radical
polymerization (FRP), has been extended to nonisothermal conditions in this work. Only one
differential equation, i.e., the energy balance equation, was required to calculate temperature profile
by stiff solver using AS as input values. The results were compared against numerical solution
(NS) of the complete set of ordinary differential equations (ODE) of FRP, 11 ODE for full set of
equations (FRP_Full), and 8 ODE for quasi steady state approximation (FRP_QSSA). Two
different models, namely Chiu, Carratt, and Soong (CCS) and Achilias and Kiparissides (AK), for
implementing the gel/glass/cage effect, were also considered. The results were validated against
published results and were found to be in excellent agreement, as well as with NS for all conditions
taken. This work proved the versatility, flexibility, and adaptability of AS under all conditions
(except for low temperatures) and with various models to simulate gel/glass/cage effect along with
nonisothermal conditions.

■ INTRODUCTION

One of the key requirements to control exothermic and endo-
thermic reactions is the strict management of temperature.
Indeed, in first place, temperature affects kinetic rate co-
efficients of different reaction paths through their activation
energy. Higher temperature usually increases rates of exo-
thermic reactions and thus decreases reaction time to reach a
given conversion. The beneficial consequence is an increase in
productivity or space time yield for continuous flow reactors.
But depending on the reaction type, this increase in tem-
perature may trigger unwanted side reactions, changes phase
equilibrium, affects reactants and products solubility and so on.
This can limit the temperature range of operation. Temperature
rise may also be required to reduce the viscosity of the reaction
mixture to reduce pumping power especially in the case of
polymers. In many exothermic reactions, loss of temperature
control may lead to thermal runaways in the absence of an
appropriate heat sink capacity. This is quite detrimental to the
safety, maintenance and plant operation. Temperature
variations may also lead to the formation of wide range of
side products thus degrading the overall quality of the desired
product.
Polymerization reactions are one such type of reactions

where temperature and its control play a very vital role in
controlling the quality of the product. Unlike other reaction
types, conversion is not the most important parameter here.
One of the important characteristics of the polymerization

reaction is to produce product having number-average
molecular weight (MWn), polydispersity index (PDI), branch-
ing etc. in a narrow specified range. Otherwise, the product may
be useless for the desired application(s).
Various thermophysical properties of polymers are strong

function of temperature. So in some cases, even small
temperature changes may lead to large variation in the product
quality. During reaction, these temperature variations may
occur due to improper mixing, poor cooling/heating arrange-
ment etc. combined with exothermic nature of polymerization
reactions. There are various phenomena interrelated with tem-
perature in case of polymerization. Polymer reaction mixture
viscosity increases almost exponentially with conversion, so to
handle and properly mix such a highly viscous fluid, large
mechanical power is required which in turn may contribute
to increase the temperature by viscous dissipation. To reduce
this power, a higher temperature is desirable so as to reduce the
viscosity. Another way of reducing viscosity could be the
addition of some solvent to the reaction mixture. But this
option may be limited by the product specification requirement
as well as the downstream solvent separation and recovery pro-
cesses. Inefficient solvent separation process may deteriorate
the quality of the product and inefficient solvent recovery
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processes may make the operation uneconomical. By increasing
the temperature, one can increase the polymerization rate, but
it also increases the decomposition of initiator, especially in the
case of free radical polymerization (FRP) initiated by thermal
activation of the initiator. This may lead to the situation
of incomplete conversion due to the rapid initiator decom-
position.1 This problem can be overcome by adding more
initiator, but it significantly decreases the molecular weight. So
we have a trade-off.
It would always be helpful if there is some study which can

help in predicting such undesirable conditions and their
outcome beforehand. The same study could also be used to
search for optimum temperature and other parameters values
that would optimize the product quality and production rate.
Most of the experimental data and numerical solution (NS)
available are obtained under isothermal conditions.2−7 Very less
research has been done in the field of nonisothermal behavior
of polymerization reactions. Baillagou and Soong1,8 had done
one such study. But their study was numerical. They had used
Chiu, Carratt, and Soong9 (CCS) method for implementing
gel/glass effect. They had been able to show various practical
aspects of temperature variation under various conditions like
different heat sink temperature, initiator concentration, overall
heat transfer coefficient, and solvent fraction. They had studied
the molecular weight distribution, conversion and temperature
variation in all such combinations of situations.
Ray et al.10 and Srinivas et al.11 had studied experimentally

the stepwise variation in reaction temperature. They had also
developed a mathematical model using CCS model with free
volume theory. But this model was semi- theoretical in nature
as they had used best fit correlations to match the experimental
data. They performed the step increase and step decrease of
temperature at two different times each. They validated their
modeling results with experimental data. Sangwai et al.12 had
also performed similar work but with an empirical mathematical
model with best fit correlations.
Venkateshwaran et al.13 had done such nonisothermal study

too, using the analytical solution (AS) they had derived and
tried to compare the results of AS and NS for isothermal and
nonisothermal condition with and without gel conditions. They
had used the CCS model for implementing the gel/glass effect.
All this was done for constant volume condition. Their match
of AS with NS was not that good, and the AS they derived was
quite complicated, cumbersome, and lengthy.
We had derived AS of the free radical polymerization in our

previous work14 for isothermal, homogeneous, bulk/solution,
without gel effect, variable volume batch reactor. We later
extended our work15 to implement the gel and glass effect
using the CCS model. We then further improved our AS16 by
replacing it with the Achilias and Kiparissides17 (AK) model
which incorporates the CCS model with free volume theory for
diffusion coefficients for monomer, polymer, and initiator.
All these previous works were done at constant temperature.
The key objective of this work is to present the implementation
of nonisothermal effects in AS we had obtained in our previous
work. The current work demonstrates the complete versatility
of AS with respect to changes in temperature, kinetic rate co-
efficients and initiator efficiency. The results were obtained for
(1) no gel/glass/cage effect, (2) with gel/glass effect with the
CCS model, and (3) with gel/glass/cage effect using the
AK model. AS results are then compared with the respective
NSs. They were also validated against published numerical
results.1,8

■ THEORY

1. Reaction Mechanism and Kinetic Equations.
Scheme 1 is adopted, the same as in our previous work:14

2. Mathematical Model of FRP. The mathematical model
based on the moment method14 is chosen for this kinetic
scheme. The developed mathematical model is presented in
Appendix A in the Supporting Information.

3. Summary of Analytical Solution in Time Step
Format. The assumptions of isothermal, homogeneous,
variable volume, without gel/glass effect, bulk/solution, and
homopolymerization were used to derive AS. The details of the
derivation of AS can be found in our previous work.14 The
summary of AS in time step form is given in Appendix B in the
Supporting Information.

4. Constitutive Equations for the Gel and Glass Effect
Using the CCS Model. All the equations used in this work are
presented in Appendix C in the Supporting Information.

5. Constitutive Equations for the Cage, Gel, and Glass
Effect Using Free Volume Theory. The details of the equa-
tions are given in Appendix D in the Supporting Information.

6. Physical and Chemical Data. The Physical and chem-
ical used in this work is given in Appendix-E in the Supporting
Information.

7. Methodology. The methodology developed here was
same as the one adopted in our previous work.14−16 We
used the three sets of mathematical equations: FRP_Full,
FRP_QSSA, and Analytical. FRP_Full consisted of equations
given in Appendix A in the Supporting Information and hence
represents the complete model without any additional
assumption. FP_QSSA was obtained by applying the quasi
steady state approximation (QSSA) on λ0, λ1, and λ2 zeroth,
first, and second orders of moment of live polymer chain
length distributions, respectively. Thus, eqs B10−B12 with
eqs B25 and B26 were obtained from eqs A6−A8. Analytical
consisted of equation given in Appendix-B in the Supporting
Information with eqs A14−A40 along with eq A12 for
temperature. As the current mathematical models com-
prised of sets of stiff equations, stiff solver ode15s in Matlab
R2008a was used for solving all the three sets. The FRP_Full
is represented by blue, FRP_QSSA by green, and Analytical
by red color in all the plots shown in all the figures in the
Results.
All the variables were calculated at the beginning of each

time step. Kinetic rate coefficients and initiator efficiency were

Scheme 1. Kinetic Scheme of FRP Considered for the Study
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evaluated using the above presented models. For the analytical
model, values obtained for various variables from AS were
used in the temperature differential equation. This temperature
differential equation was then solved using ode solver. For
details of the methodology, please refer to our previous
work.14−16

The results were obtained for the polymerization of methyl
methacrylate (MMA) for which used physical and chemical
properties are summarized in Table 1 in Appendix E in the
Supporting Information. Two types of heat transfer cases were

considered: one with fixed heat transfer rate and the other one
where heat transfer was neglected, i.e., the adiabatic condition.
The latter case represented the worst condition from thermal
point of view as all the heat released by the polymerization
remained inside the reactor, leading to maximum tempera-
ture rise. The overall heat transfer coefficient U was taken along
with heat transfer area AH, i.e., UA to make the analysis
independent of individual variations of U and AH. The initial
reaction temperature was taken to be 90 °C in all cases for the
sake of simplicity. The heat sink temperature Tbath was taken to

Figure 1. MMA: Results obtained for temperature variation with UA = 1000 cal/min/K for no gel/glass/cage effect.

Figure 2. MMA: Results obtained for temperature variation with UA = 500 cal/min/K for no gel/glass/cage effect.
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be the same as the initial reaction temperature to simulate
isothermal conditions.

■ RESULTS

Figures 1−3 show the results for the condition without any gel/
glass/cage effect with different heat transfer rates from UA =
1000 cal/min/K (Figure 1) to UA = 500 cal/min/K (Figure 2)
to adiabatic condition for which UA = 0 cal/min/K (Figure 3).
They clearly show that temperature profile predicted by AS
matched excellently with NS in all cases. The match with other
variables predicted is also good.
Figures 4−7 show the results for conditions implementing

gel/glass effect using CCS model. Figures 4 and 5 show the

results for UA = 1000 cal/min/K whereas Figures 6 and 7 show
the results for adiabatic condition. Figures 5 and 7 show the
results for variation in Kt and Kpr with temperature change. f
was held constant (no cage effect) in this model. It can be
observed that here too, AS matches excellently with the NS
predicted temperature profile and other variables.
Figures 8−11 show the results for the conditions implementing

gel/glass and cage effect using the AK model. Figures 8 and 10
show the results for UA = 5000 cal/min/K whereas Figures 9 and
11 show the results for adiabatic condition. Figures 9 and 11 show
the results for variation in Kt, Kpr and f with temperature changes.
Again, the results for AS match well with NS for temperature
profile as well as for all other variables as shown in Figures 1−11.

Figure 3. MMA: Results obtained for temperature variation with UA = 0 cal/min/K (adiabatic) for no gel/glass/cage effect.

Figure 4. MMA: Results obtained for temperature variation with UA = 1000 cal/min/K for the gel/glass effect with the CCS model.
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Figure 5. MMA: Results obtained for Kt and Kpr for temperature variation with UA = 1000 cal/min/K for the gel/glass effect with the CCS model.

Figure 6. MMA: Results obtained for temperature variation with UA = 0 cal/min/K (adiabatic) for the gel/glass effect with the CCS model.

Figure 7. MMA: Results obtained for Kt and Kpr for temperature variation with UA = 0 cal/min/K (adiabatic) for gel/glass effect with CCS model.
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■ DISCUSSION

All the nonisothermal results shown here are for three different
cases from the complexity point of view of using AS, namely
(1) without any gel/glass/cage effect, (2) with the gel/glass
effect using the CCS model and, (3) with the gel/glass and cage
effect using the AK model. Case 1 here represents AS in its
original form14 and the conditions represent situations before
gel effect or under large dilution with solvent leading to no gel
effect. Case 215 and case 316 represent higher conversion
cases, and their major differences arise from the complexity of
modeling of diffusion coefficients for monomer, polymer and
initiator. This affects the prediction of MWw and PDI as shown
in our previous work.14−16 Most of similar work under non-
isothermal condition as reported in the literature was
accomplished using CCS model whereas this is probably the
first time that AK model (using free volume theory) is being
used to show nonisothermal results. It can be seen that the

results of NS matched quite well with AS as well as with each
other in all the figures shown. However, different heat transfer
rates lead to different situations in terms of reactor temperature
profile and parameters value and are discussed in the following.
The particular adiabatic effect in all three aforementioned cases
is discussed together later.
Figures 1 and 2 show the results for case 1 mentioned above.

In Figures 1 and 2, UA decreases from 1000 to 500 cal/min/K.
It can be observed that the temperature maxima increases with
a decrease in the heat transfer rate, which is about 4 °C in
Figure 1 and about 11 °C in Figure 2. This can be explained as
follows: as the exothermic polymerization reaction takes place,
heat is generated; due to the limitation of heat transfer rate, not
all the heat that is generated gets removed. So the remaining
heat stays within the system and increases its temperature. This
has positive feedback on various kinetic rate coefficients and the
rate of reaction is increased, leading to a further increase of heat

Figure 8. MMA: Results obtained for temperature variation with UA = 5000 cal/min/K with the gel/glass/cage effect using the AK model.

Figure 9. MMA: Results obtained for Kt, Kpr, and f for temperature variation with UA = 5000 cal/min/K with the gel/glass/cage effect using the AK
model.
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generation, and this in turn further increases the temperature
and this cycle goes on. Meanwhile, due to increasing tem-
perature, heat transfer rate is also increased due to an increased
thermal gradient. So at a particular temperature, heat removal
rate is balanced by heat generation rate. This arrests any further
rise in system temperature. Besides this, as the reaction proceeds,
the decrease in monomer concentration starts dominating. This
decreases the rate of reaction thus decreases the heat of
generation. Depending on the actual decrease in rate of reaction,
one can observe either the steep fall in system temperature
(Figure 2) or very slow fall (Figure 1). This continues until the
conversion reaches to a level (whose actual value depending on
system conditions) where the gel effect takes place.
To that extent, auto acceleration of the reaction takes place

due to decrease in radical termination process which is due to
the decrease in the mobility of polymer chains. As a con-
sequence, reaction rate increases quite fast thus increasing the

heat generation again. This, in the absence of proper heat
transfer, increases the temperature of the system until it
balances out with the heat removal rate. Thus, the temperature
profile can have two maxima: one at beginning and another
during gel effect. After gel effect, rate of reaction decreases quite
rapidly due to the considerable decrease in monomer
concentration and due to the increasing glass effect which
slows down the reaction to the point where it just freezes. So in
the absence of any further heat generation, the system
temperature falls finally to heat sink temperature. Since no
gel effect is modeled in case 1 here, so we would not be able to
observe this effect on temperature profile here. The effect of
temperature is almost proportional on molecular weight
distribution, higher in Figure 2 compared to that in Figure 1.
PDI is at about 2 in both figures, signifying the increased
importance of termination by disproportionation over termi-
nation by combination. PDI remains nearly constant as the

Figure 10. MMA: Results obtained for temperature variation with UA = 0 cal/min/K (adiabatic) with the gel/glass/cage effect using the AK model.

Figure 11. MMA: ̀ obtained for Kt, Kpr, and f for temperature variation with UA = 0 cal/min/K (adiabatic) with the gel/glass/cage effect using the
AK model.
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variation in temperature is not very large, and the effects on
MWn and MWw are synchronized in such a way that the ratio
remains constant.
Figures 4−7 show the results for case 2 as mentioned above.

Here, in Figures 4 and 5, the results for finite heat transfer rate,
UA = 1000 cal/min/K, are shown whereas Figures 6 and 7
show the results for the adiabatic condition. It can be seen that
due to implementing the gel effect, the temperature rise is
much higher compared to case 1 without the gel effect. Besides
this, it can be observed that there are two temperature maxima
compared to case 1 (without gel effect), as already discussed.
Baillagou and Soong1,8 had made a similar observation with the
same CCS model. They explained it by stating that the first
maximum was due to degenerated runaway. The authors
assumed that heat transfer was not sufficient enough to remove
produced heat and thus could not prevent the temperature rise
initially. But with an increase in temperature, the heat transfer
rate also increased (proportional to the difference between T
and Tbath) and thus this increased heat transfer rate was able to
maintain and even lower the temperature a little bit. The
second maximum was due to the gel effect as explained earlier.
Baillagou and Soong1,8 had not shown the Kt and Kpr profiles
which are shown here. The fall in Kt can be observed in
Figure 5, leading to the gel effect. Kpr can also be observed in
the same Figure 5 going to low values, thus leading to the glass
effect as shown in Figure 4. That is why the conversion almost
became steady.
The profiles for MWn and PDI are also similar to one ob-

tained by Baillagou and Soong.8 We can observe that increase
in temperature has a negative impact on both MWn and MWw,
whereas the increase in conversion has a positive one. Initially,
MWn decreases due to increase in temperature but then rises
slowly due to increasing conversion and then increases rapidly
due tothe dominant impact of increased reaction/conversion
during the gel effect over increasing reaction temperature.
Then, it falls down a little with the beginning of the glass effect
and decreasing temperature. The same happens with MWw. As
an overall consequence, PDI suddenly jumps a little during the
gel effect and then increases slowly with time.
Figures 8-11 show the results for case 3 mentioned above,

i.e., implementing the gel/glass/cage effect using the AK model.
Figures 8 and 9 show the results for UA = 5000 cal/min/K,
which is higher compared to the previous cases considered. The
results are slightly different compared to Figures 4 and 5 as
explained above. The reason for the delayed gel effect is that
because of higher the heat transfer rate, the temperature rise is
less and thus the conversion rate is lower compared to the case
of UA = 1000 cal/min/K. Thus, it takes more time to reach the
conversion to cause the gel effect. Besides this, the tempera-
ture rise is also less during the gel effect due to the higher heat
transfer rate. After reaching the maxima during the gel effect,
the temperature now starts falling down due to two reasons:
(1) increased temperature increases the temperature gradient
to the heat sink thus increasing the heat transfer rate and (2) a
decrease in reaction rate due to a decrease in monomer
concentration thus producing less thermal energy. This, in a
synergetic effect with increasing viscosity due to higher con-
version, decreases Kpr sharply, thus inducing the glass effect.
Unlike Figure 5, in Figure 9, Kt and Kpr profiles are different a
little bit. Kt is more in line with the prediction of Buback.18 Kpr,
here, increases during the gel effect instead of remaining
constant probably because of the increased temperature. Unlike

the previous case of constant initiator efficiency in the CCS
model, f decreases almost with Kpr as predicted by Zhu et al.19

Since the temperature before the gel effect remains almost
constant so no negative effect of the temperature rise is seen on
MWn and MWw and thus on PDI; they all remain flat, rising
only during the gel effect. PDI reaches a much higher value
compared to the low heat transfer rate case as shown in
Figure 4. As shown in our previous work, the AK model is
better than CCS model for predicting MWw and thus PDI. So it
might be the case that the CCS model in Figure 4 is under-
estimating PDI.
Figures 3, 6, and 10 represent the situation where adiabatic

conditions apply for each of the three cases mentioned above.
Sufficiently before the gel effect, all three cases should have the
same results and the adiabatic condition is one such situation.
Looking carefully, we will observe that all three are the same.
The results are the same for Figures 7 and 11. The temperature
profile also matches qualitatively with the experimental results
obtained by Tonoyan et al.20 under similar but not quite exact
conditions for MMA. This validates the mathematical for-
mulation for each case indirectly. So now we can discuss any
one of these figures without referring to all of them separately.
There are several important aspects to be noted from the
results. In Figure 10, the conversion graph shows that the final
conversion is at about 0.26 for the adiabatic condition, which
is quite low despite a high temperature. This can easily be
explained by the fact that due to such a large temperature rise
and that too in such a short time (about 1.6 min) the initiator
rapidly decomposes, leading to its complete dissociation, thus
leaving a large amount of monomer unreacted. This condition
is defined as dead end by Baillagou and Soong.1 The low con-
version combined with high temperature rise leads to an
increase in Kt and Kpr. The PDI increase is higher than that in
the case of finite heat transfer, due to the large production of
macroradicals upon initiator decomposition, which favors
termination reactions. MWn and PDI profiles are similar to
the ones presented by Baillagou and Soong.8 Hence we have
validated our results under similar conditions.

■ CONCLUSION

The results through Figures 1−11 clearly show that AS results
match well with NS for all cases of different heat transfer rates
as well as different models for the gel/glass/cage effect. NS also
matches with each other for all these conditions. These results
clearly establish that the derived AS is extremely flexible,
versatile, and adaptable and is as useful as the previous work by
Venkateshwaran et al.13 AS has proved its capability to be used
in all practical situations using various models to simulate the
gel/glass/cage effect explicitly for covering the complete range
of conversion. So instead of using 11 differential equations
(eqs A1−A12), only one differential equation (eq A12) is
required to be solved using AS for the nonisothermal condition
and none for the isothermal condition. This all can be done
without any loss of accuracy compared to detailed NS except
perhaps at low temperature. NS has also shown to give similar
results under all conditions despite the difference in imple-
menting QSSA for eqs A6-A8 in FRP_QSSA compare to
FRP_Full. Therefore, one can implement AS only or possibly
FRP_QSSA instead of FRP_Full in CFD problems, thus
reducing the number of variables to be solved and thus saving
simulation time.
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■ NOTATION
A chain transfer agent concentration at any time t, mol/L
A1 a parameter of the CCS model
AH area for heat transfer, m2

As proportionality parameter; As,L, As,U, As,avg are lower,
upper, and average values, respectively

B1 a parameter of the CCS model
Bn−1 ((8f [Kpr]

2In−1)/(KdKt))
1/2, constant in AS at the

beginning of the (n − 1)th time step
C1 a parameter of the CCS model
CA Kfa/Kp, dimensionless
Cb bulk monomer concentration, mol/L
CM Kfm/Kp, dimensionless
Cn−1 2Bn−1([VR]n−1/[VR]0)

1/2, constant in AS at the begin-
ning of the (n − 1)th time step

Cp specific heat capacity of mixture, cal/g/°C
CS Kfs/Kp, dimensionless
CT Ktd/Ktc, dimensionless
Deff effective diffusion coefficient, m2/s
Di0 pre-exponential factor of diffusion coefficient of

chemical species i (i = M, P, I), cm2/s
Di diffusion coefficient of chemical species i (i = M, P, I),

cm2/s
Dn−1 ((2(KprMn−1)

2)/(KtKd))e
−Cn−1, constant in AS at the

beginning of the (n−1)th time step
DPn number-averaged degree of polymerization
Ed0 activation energy for dissociation rate constant, cal/mol
Fseg probability of two radicals to react when their active

centers come into close proximity
I initiator concentration, mol/L
KMH Mark−Houwink constant, dL/g
Kd dissociation rate coefficient, min−1

Kd0 pre-exponential factor of Kd, dissociation rate coefficient,
min−1

Kfa transfer to CTA rate coefficient, L/(mol·min)
Kfm transfer to monomer rate coefficient, L/(mol·min)
Kfs transfer to solvent rate coefficient, L/(mol·min)
Ki kinetic rate constant for initiation, s−1

Kp propagation rate coefficient, L/(mol·min)
Kp
0 propagation rate coefficient at time t = 0, L/(mol·min)

Kpr Kp + Kfm = (1 + CM)Kp, L/(mol·min)

Kt Ktc + Ktd, L/(mol·min)
Kt
0 termination rate coefficient at time t = 0, L/(mol·min)

Ktc termination by combination rate coefficient,
L/(mol·min)

Ktd termination by disproportionation rate coefficient,
L/(mol·min)

Kt,res residual termination rate constant, L/(mol·min)
L kinetic chain length, ((KprMλ0)/(2f KdI))
L̅ L(1− RMM)/(1 + RPL) = L(1 − RM)/(1 + RPL)
M monomer concentration, mol/L
Mji molecular weight of jumping unit of chemical species I

(i = M, P, S, I), g/mol
MW molecular weight, g/mol
MWn number-averaged chain length of polymer, g/mol
MWw weight-averaged chain length of polymer, g/mol
NA Avogadro’s constant, 6.023 × 1023 mol−1

P (2/(RL + 1)) + (RT/(RL + 1)2), parameter in AS
PDI polydispersity index, dimensionless
Pn dead polymer chain length of n no. of monomer units
R universal gas constant, 1.986 cal/mol/K
R0 zero order radical obtained from initiator dissociation
RA CA/(1 + CM) = Kfa/Kpr
RAM CA/(1 + CM)(A/M) ≈ CA/(1+CM)·(A0/M0)
RH hydrodynamic radius of polymer
RL RPL, parameter in AS
RM (Kfm/(Kp + Kfm)) = (Kfm/Kpr) = (CM/(1 + CM))
RMM RM

Rn live polymer chain length of n no. of monomer units
RP RMM + RSM + RAM = RMM + RSA

RS (Cs/(1 + CM)) = (Kfs/Kpr)
RSA RSM + RAM

RSM (Cs/(1 + CM))(S/M) ≈ (CS/(1 + CM))(S0/M0)
RT (Ktc/(Ktc +Ktd)) = (Ktc/Kt) = (1/(1 + CT)),

dimensionless
S solvent concentration any time t, mol/L
T temperature, K
T′ T − Tbath, K
Tbath temperature of heat sink, K
Tgi glass temperature of chemical species i (i = M, P, S, I), K
U overall heat transfer coefficient, W/m2/K
Vm monomer volume, cm3

Vf free volume, dimensionless
Vi* specific critical hole free volume of species i (i = M, P, S, I),

cm3/g
VR volume of solution at any time t, L
VR0 initial volume of solution at t0, L
XC0 critical degree of polymerization for entanglement of

pure polymer
aMH Mark−Houwink constant, dimensionless
aseg parameter depending on initiator type and mixture

composition
f initiator efficiency, dimensionless
fs solvent volume fraction, dimensionless
jc entanglement spacing between polymer chains
kB Boltzmann constant, 1.3806 × 10−23 J/K
r1, r2 effective reaction radius, cm
re Kuhn’s segment length, A°
rm, rt radius of reaction between polymer radical and

monomer
t time, min
xM monomer conversion, dimensionless
y e((−Kd·t)/2), variable evaluated in AS
ΔHP heat of reaction, cal/mol
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β ratio of solvent volume to nonsolvent volume,
dimensionless

ε volume contraction factor corrected for solvent volume
fraction, dimensionless

ε0 volume contraction factor without solvent volume
fraction, dimensionless

εi Ki0/Kp0
λ0 zeroth order moment for live polymer chain concen-

tration, mol/L
λ1 first order moment for live polymer chain concentration,

mol/L
λ2 second order moment for live polymer chain concen-

tration, mol/L
μ0 zeroth order moment for dead polymer chain

concentration, mol/L
μ1 first order moment for dead polymer chain concen-

tration, mol/L
μ2 second order moment for dead polymer chain

concentration, mol/L
ρ mixture density, g/cm3

Φ volume fraction, dimensionless
Θt parameter defined for gel effect in CCS model
Θp parameter defined for glass effect in CCS model
δ average root-mean-square end-to-end distance of

polymer chain, A°
ηM dynamic viscosity of monomer, cP
[η] intrinsic viscosity of the polymer, dL/g
σ Lennard-Jones radius, A°
γ overlap factor, dimensionless
ω weight fraction, dimensionless
ξiP ratio of the critical molar volume of the jumping unit of

chemical species i to the critical molar volume of the
polymer

τ characteristic time

Subscript
M monomer
P polymer
S solvent
I initiator
n at the beginning of the nth time step
0 at time t = 0
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